Steps:
[1] check significance of individual coefficients 

[2] check overall significance (overall F-test)

[3] interpret the coefficients


[3.1] sign (positive relationship or negative relationship)


[3.2] magnitude (large value, small value)

[4] check goodness-of-fit


[4.1] R^2 and adjusted R^2


[4.2] information criteria


[4.3] log likelihood

[5] perform diagnostics


[5.1] normality of residuals and zero-mean


[5.2] heteroscedasticity


[5.3] multi co-linearity

[1] check the standard errors and the associated p-values, if the standard error is large (e.g. larger than the estimated coefficient value) and so is the p-value (larger than assumed significance level), then the coefficient is statistically insignificant
[2] check the p-value for overall F-test (of joint insignificance), if the p-value is large (larger than assumed significance level), then the coefficients are jointly insignificant

Remark: [2] might be use when step [1] indicates boarder-line insignificance of one or more coefficients or when not all coefficients are insignificant

[3] in terms of elasticity (if log-linearised variables are used): if the explanatory variables changes by one-unit, the explaining variables changes by the coefficient multiplied by one unit
[4] R^2 and adjusted R^2: the closer to 1 the better the fit; the smaller the information criteria the better the fit; the larger the log likelihood the better the fit

[5] residuals should be normally distributed with zero-mean and finite variance (i.e. should be homoscedastic), and the explanatory variables should not be correlated with each other
Examples:

log(price) = a0 + a1 log(sales volume) + residuals
a0 = 0.35

a1 = -0.75

interpretation: if the sales volume increases by one-unit, the price decreases by 0.75 of a unit

***
price =  b0 + b1 millage + residuals

b0 = 120 000 

b1 = – 1 500

interpretation: the price of a brand new car with 0-milage is 120 000, every additional 1 000 miles (as millage was expressed in 1 000 miles) reduces the price by 1 500

***
standard error for b1 = 250
interpretation: every additional 1 000 miles (as millage was expressed in 1 000 miles) reduces the price by 1 500+/- 250, i.e. the most probable reduction of price would be between 1 250 and 1 750

***

sales volume = c0 + c1 advertisement + residuals

c0 = 2.5

c1 = 0.2

remark: sales volume and amount of money invested in advertisement are expressed in £ 1 000 000 and £ 10 000, respectively
interpretation: sales volume without advertisement is estimated to be equal to £ 2 500 000, but every £ 1 000 spent for advertisement should increase the sales volume by £ 200 000

***
sales volume = d1 dummy for location + d2 customer cluster + residuals

d1 = 1.12

p-value = 0.75

interpretation: d1 is not statistically significant, therefore the impact of location on sales volume is unlikely
***

discount[branch(i)] = s0[i] + s1[i] customer cluster + s2[i] size of transaction + residuals

s1[1] = 1.25, s1[2] = 0.75

s2[1] = 0.01, s2[2] = 0.07

interpretation: comparing two branches, customer size has a larger impact on discount in branch [1], whilst transaction size has a larger impact in branch [2] (7 times larger)
***

p-value for testing for homoscedasticity of residuals = 0.001
interpretation: residuals’ variance is not constant, standard errors should be re-estimated

